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French Innovation Council

 Define the main priorities of the French innovation policy, supported by evaluation

and prospective work

 Foster innovation policy coordination and simplify the landscape of innovation’s

financial support. In particular, it will ensure their good coordination with regional

and European systems, with the aim of preparing our companies and our public

research stakeholders to access the calls for projects most suited to their needs.

 Make recommendations on the financial resources dedicated to innovation policy,

in order to encourage the emergence of breakthrough innovations and their

industrialization in France

 5 “Grand Défis” since 2019 (Trustworthy & Certification AI, AI for Health Diagnosis, …)



MANIFESTO

… and many others industrails



Trustworthy & Privacy :  mains risks for AI adoption

2 priorities to support design, deploy and maintain Industrial AI based critical system

Next step : Toward technical solutions to fulfill regulatory compliance (safety, explainability, …)



European
leading 
Industry

Security
Safety
Ethics

…

…

DIGITAL ENABLERS FOR INDUSTRY: 

from AI based Applications … to CPS and AI based Systems & Services (Critical)

INDUSTRY 

4.0

AI

SECURITY

DEFENSE

DATAS

KNOWLEDGE

MOBILITY

INFRA

ENERGY

HW for AI

HEALTH

AI ALGO

SW, SYSTEM

ENG. 

Products
&

Services

Engineering for designing, testing, evaluating, 

validating, verifying, maintaining

Products & Services 

conformity assessment

1

Trustworthy for Industrial AI : the race for B2B applications 

2

2 majors technical priorities to support AI applications & business in many European leading sectors

I T compl iant

Create value from datas

Support industry for developing 

new AI appl ications



Priorities that are also promoted by the US National Security Commission on AI



French Program “Grand Defi” on Trustworthy AI for Industry (Launched In 2019)

DATAS, AI ALGO, SW, SYSTEMS engineering to design, 
deploy and maintain AI based critical system

Technological pillar

Norm, standard and 
regulation environment 

toward certification

Norms pillar

Ensure the right 
operational exploitation 

Applications conformity 

assessment Pillar 

Toward global strategy with coordinated programs and funding (Private, Public) 

How to design, deploy, maintain, certify AI based critical systems ?

… Cooperation with French basic 

research Initiatives, such as Aniti or 

DataIA, and academic research 

… industry strongly involved in programs, 

especially AI Manifesto members
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A standardization and technical framework for Trustworthy and Industrial AI

Source : French - German position paper on Trustworthy and Industrial AI



Technological pillar : Confiance.ai



 Methods, guidelines and interoperable tools for designing, testing, evaluating, validating, deploying

and maintaining AI based Critical Systems and Services (safety, business)

 4 main applications : autonomous systems, Supervisory and planning systems, Engineering optimization

systems, Optimizing processes and services

 Technological Road-Map with cross-sectorial expression of needs:

 Expression of needs is shared by X-sectors industries (roughly 75% of topics). common project is

strategic to share competencies, risks, funding and foster disruptive innovation in this field.

 List of 20 major industrial issues* (structured by products and services life cycle)

 List of 22 major technological barriers* (structured by main topics)

 List of use cases (more than 40) to support R&T

 Common team located in Paris-Saclay and Toulouse

Confiance.ai



French Program “confiance.ai” : 45 M€ for 4 years duration

Industrial Partners Academic & RTO 

partners

… Cooperation also with French basic research Initiatives and ecosystems
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An incremental roadmap supported by various use cases



A non exhaustive view of the Trustworthy AI Ecosystem



Applications conformity assessment Pillar: 

PRISSMA, a 1st platform on New Autonomous Mobility



Evaluation, homologation and certification Pillar

 Toward evaluation, homologation and certification: complementary programs to ensure

“end to end” approaches and specificities for AI applications (mobility, …) in cooperation

with academic, industrial ecosystems and regulation autorithies

 Applications oriented Programs (first for Autonomous mobility, on going work on

proposal, kick-off beginning of Q4 2020 – 3 years) in accordance to sectorial road

map to face all the challenges and infrastructures required to homologate and certify

products or services

 Common team from Academic laboratories, RTO, Industries and regulation

Authorities



 Covering “end to end” approach for homologation of systems and integration with a

focus on perception and localization and a focus on collective public transportation

(such as bus …)

 Partners :

 Leader

 Industry and technological Providers

 Academic

 Evaluation Road-Map with an articulation with on-going initiatives : 1) Datas and scenario, 2)

simulation and evaluation, 3) tests, 4) cybersecurity (focus on AI issues)

 Willing to set up a transversal use case with “confiance.ai” technological pillar

Toward homologation for New Autonomous Mobility
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AI for mobility
(use cases)

Shuttle Bus
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Level #1

Distribution
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Level. #4/5

Sub-systems
Env. Perception

Inside/outside 
vehicles

Systems
Decision Making

Systems of Systems
Collaborative 

Decision Making, 
Perception

Advanced AI 
based Functions

Supervision Information analysis, management 

(V2V, V2I)

Detection, classification 

(humans, objects, …) in all 

situation

Data fusion (camera, LIDAR, etc.), decision 

(trajectory, speed, risk assessment, etc.), 

supervision requests Sub-systems (Lidar, 

camera, etc.)Vehicle or infrastructure, 

Cartography, Geolocation, Connectivity, Cybersecurity 

Connectivity, Cybersecurity, 

Cartography, Vehicles geolocation and 

requests, infrastructure sub-systems(camera, etc.)

Data, Knowledge, Cybersecurity

#AI for mobility: Program Today in terms of Applications

LIDAR,

etc.

Data Fusion, 

decision

Cartography, 

Geolocation

SCOPE OF PROGRAM

…
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Standardization Pillar: 



Standardization pillar (Pilot: AFNOR)

 Setup a standardization road map (and priorities): common work between R&T Team

(Pillar 1) and Standardization Team (Pillar 3); use R&T road map already available to build a

coordinated road map on standardization; in parallel consolidation with ecosystems through

request for information, …

 Set up international cooperation to promote common vision on standardization for AI

at EU and international level

 Ecosystems & Network: setup an information sharing plateform with national ecosystems,

support start-up, fostering initiatives for Startups, SMEs and academic laboratories in order to

involve them on standardization work, …

 Support standardization works in accordance with strategy and road-map



Trustworthy and Industrial AI: a proposed regulation in Europe



Thank You for your Attention


