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Grand Défi Program on “Trustworthy & Industrial Al
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French Innovation Council T&%

= Define the main priorities of the French innovation policy, supported by evaluation
and prospective work

= Foster innovation policy coordination and simplify the landscape of innovation’s
financial support. In particular, it will ensure their good coordination with regional
and European systems, with the aim of preparing our companies and our public
research stakeholders to access the calls for projects most suited 1o their needs.

= Make recommendations on the financial resources dedicated to innovation policy,
in order to encourage the emergence of breakthrough innovations and ftheir
Industrialization in France

=> 5 “Grand Défis” since 2019 (Trustworthy & Certification Al, Al for Health Diagnosis, ...)
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I Trustworthy & Privacy : mains risks for Al adoption m it

Index Report 2021

Artificial Intelligence

’ [:_l Stanford University
: Human-Centered
I/

NUMBER of NEW Al ETHICS PRINCIPLES by ORGANIZATION TYPE, 2015-20 RISKS from ADOPTING Al THAT ORGANIZATIONS CONSIDER RELEVANT, 2020
Source: Al Ethics Lab, 2020 | Chart: 2021 Al Index Report Source: McKinsey & Company, 2020 | Chart: 2021 Al Index Report
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Figure 5.1.1 % of Respondents

Next step . Toward technical solutions to fulfill regulatory compliance (safety, explainability, ...)



I Trustworthy for Industrial Al : the race for B2B applications

2 maijors technical priorities to support Al applications & business in many European leading sectors

Products & Services
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I Priorities that are also promoted by the US National

Final Report

National Security Commission on Artificial Intelligence
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Security Commission on Al

Chapter 7:
Establishing Justified
Confidence in Al Systems

Blueprint for Action

A Holiztic Framework for Ensuring Justified Confidenos in Al Systeme.

« Establish a testing and evaluation, werincation and validation (TEVV) tramework
and culturs that intogratos testing as 3 continuous part of requirsmonts
specification. developmant. deployment, training. and mairtenancs and includes
run-tima manitoring of speratisnal bahavicr.  An Al testing tramework should:

o Establizh a process farwriting testable and verifable Al requirament spacifications
that charactorizs reslistic apanscnal parformanca ©

o Provida testing methodologies and metrics that enabla avaluntion of thass
requiramants—including principlos of cthical and responsibla Al trustwarthiness,
robustriass, and sdvorsanal rasiliorice. ™

& Defina requiraments far parformanca recvalustion ralated 1o now Lsaga scanarios
and erwircrements, and distribusion ovar tima.

o Encourag incarparation of aperational usaga workilow and requirements from the
dofined Use cass inta tha tasiing.

o kssue data guality standards to apprapriataly select tha compesiion of training and
tasting sats.

o Suppart thausa odoum:nrnnd.llarmmﬂm al\:hlledun.wllhn suitable
mains th rd i
supparting scalability through increased sutomation along mlh hdarm:l
devalopmant and testing.

o Support a cyclicel Danv3acOips-besad approach, starting on the inside and working
outward, with Al components, system integration. human-maching interfacas, and
oparntions (nduding human-A and multi-Al interacions).

o Ramain fladbls sncugh io suppart divarsa missions with changing requirements
avar tima,

« Extend axisting and develop now TEVV mathads and tools for dealing with
com) .and ary systoms, the design of
experimants, roal-time maonitoring of stabes and behaviors, and the analysis
of results. Thass mathods/teds need to sccount for human-system intaractions
{H50 and their impact an systom bohavior, system-systam intamctions and thair
wffect on emergent bahavior across & group of systams, and adversarial attacks,
vis bath convantional cybarstisdie. ard nascant parcaptusl adorearial Al sbncks.

shou rd zimpla “stop-light” charts of
consequence and lkaliboed For a risk baing reelized and Levernga tocls that support
daveloping msumnce casas thatpmm warifinls claims sbout: nf"!nm bahrsior and
provide raviewnbla argumen to support the clai

« Maks TEVV tools and capabilitios readily available scross the DoD, induding
downloedable and configurable AITEVY software stacks. ™ In addition, the Dol should
ansurs tools that support TEVY and raliabiity and robustness goals are awsilabla
dapartment-witk including tools for bias detection, axplsinability, and documantation
across the peoduwct o oycla (e.g-. of data inputs and systom cutputs).

« Update sxisting and create new live, virtual. and constructive test ranges for
Al-sriablad systems iblanding modaling and simulation, augmesnted reality, and
oyber physical system ervironments). Upgraded tast mnges should induda Fee-
wirtual-corstructiva ervironments, tha ability 1o captura data from testing. and tha
ability toavaluate data from operations. Thay should support: 1) Tha full cxplomgion
of potential sy=tam statas snd behaviors ovar & range of rurtimes snd fidality loval=:



I French Program “Grand Defi” on Trustworthy Al for Industry (Launched In 2019)

How to design, deploy, maintain, certity Al based critical systems ¢

Technological pillar ,

DATAS, Al ALGO, SW, SYSTEMS engineering to design,
deploy and maintain Al based critical system

... Cooperation with French basic
research Inifiatives, such as Aniti or
DatalA, and academic research

... iIndustry strongly involved in programs,
especially Al Manifesto members

Applications conformity

Norms pillar assessment Pillar

Norm, standard and
regulation environment
toward certification

Ensure the right
operational exploitation

lcen ETSI77 %
B=L CENELEC ™S{(C—)
EuroPEAN STANDARDS ORGANIZATIONS

Toward global strategy with coordinated programs and funding (Private, Public)



I A standardization and technical framework for Trustworthy and Industrial Al

Regulatory Sand-Boxes

I
High Level Al System Specifications Conformity Assessment Scheme Al based Business applications & Services
] Business oriented | |

Risk & Operational

Societal oriented Trustworthy

(Legal, ethical) Functional Domain
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security sofer
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Robustness System &

Human centric
Etc.
& Metrics requirements

Function

Others digital building block & Enablers

Data & Cloud cloud

Infrastructure

&IT

Standardization
I

Infrastructure

Al System
Conformity

Assessment

Al Function
Conformity

Assessment

Data
%
Knowledge

Industrial
Data
Space

Mobility Industry 4.0 Health

Sensing Action Reos;nlng Knowledge Al based

& & &

Perception Interaction DeC|§|on Learning Functions
Making

Trustworthy & Industrial Al Engineering

Robust, NAIE
Explainable Y Embedded Methodology
Reliable fests &

Al & Frugal Al
& Safe Al evaluation © & Tools

Virtual testing
or

Simulation Al Platform

Data - Edge

Source : French - German position paper on Trustworthy and Industrial Al



I Technological pillar : Confiance.ai



I Confiance.ai

= Methods, guidelines and interoperable tools for designing, testing, evaluating, validating, deploying
and maintaining Al based Critical Systems and Services (safety, business)

= 4 main applications : autonomous systems, Supervisory and planning systems, Engineering optimization
systems, Optimizing processes and services

= Technological Road-Map with cross-sectorial expression of needs:
= Expression of needs is shared by X-sectors industries (roughly 75% of topics). common project is
strategic to share competencies, risks, funding and foster disruptive innovation in this field.
= List of 20 major industrial issues™ (structured by products and services life cycle)
= List of 22 major technological barriers* (structured by main topics)

= List of use cases (more than 40) to support R&T

= Common team located in Paris-Saclay and Toulouse



Confionce @

I French Program “confiance.ai” : 45 M€ for 4 years duration (\Alv

Industrial Partners Academic & RTO

Data driven Al - Hybrid Al partners
nowledge
AIRBUS based Al Distributed &
@ﬂir Liquide Embedded Al o2
AtoS Al Scope
«'=eDF J Nz \ )
A Y - ™ N . Crzia—~
NAVAL Data Eng. é v Yy o Human Factors
T Algorithm Eng.
{» RENAULT Knowledge Eng. System Eng. Safety/Security Eng.
Trusworthy Al Engineerin
S SAFRAN
sopra O steria
Others System>
I.,':l,,\kmE.m% . Manufacturing
Automotive
- Health
Va‘eo Aeronautics Energ‘f Railway...
Feb, 8th 2021 Industrial Domains and Criticality

... Cooperation also with French basic research Initiatives and ecosystems



Trustworthy

Trustworthiness
list of
Characteristics
Safety
Security
Explainability
Transparency
Privacy
Fairness
Robustness
Human centric
Etc.
& Metrics

Human
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Data and knowledge engineering
for Trust

Characterization, verification and
validation of Al components

Optimization and monitoring
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I An incremental roadmap supported by various use cases

. e series ¢
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I A non exhaustive view of the Trustworthy Al Ecosystem

Foundations of Trustworthy Al
A E 4 E u - Integrating Reasoning,
I * I D E - L Learning and Optimization
llkmrd-l-&h:u:- Lrervicg m ' ..... utt\voﬂlvy
va

utonomou

Y 0P spstoms i

CERTLAB
Al Next

rrusTive g T4 GPAl

4Q v D

[—

1h

[—

=
Science deg fonnées, ntelligence B Sccisté

& Exp

I I A N | T e
Ml pyinées

S




Applications conformity assessment Pillar:

PRISSMA, a 15t platform on New Autonomous Mobility



I Evaluation, homologation and certification Pillar R

= Toward evaluation, homologation and certification: complementary programs to ensure
Yend to end” approaches and specificities for Al applications (mobility, ...) in cooperation
with academic, industrial ecosystems and regulation autorithies

= Applications oriented Programs (first for Autonomous mobility, on going work on
proposal, kick-off beginning of Q4 2020 - 3 years) in accordance to sectorial road
map fto face all the challenges and infrastructures required to homologate and certify
products or services

= Common team from Academic Ilaboratories, RTO, Industries and regulation
Authorities



I Toward homologation for New Autonomous Mobility L':&%

= Covering “end to end” approach for homologation of systems and integration with @
focus on perception and localization and a focus on collective public fransportation
(such as bus ...)

= Partners :
= Leader
= |ndustry and technological Providers
= Academic

= Evaluation Road-Map with an articulation with on-going inifiatives : 1) Datas and scenario, 2)
simulation and evaluation, 3) tests, 4) cybersecurity (focus on Al issues)

Willing to set up a transversal use case with “confiance.ai” technological pillar



I #Al for mobility: Program Today in terms of Applications

Advanced Al
based Functions

Systems of Systems
Collaborative
Decision Making,
Perception

Systems
Decision Making

Sub-systems
Env. Perception
Inside/outside
vehicles

Al for mobility
(use cases)

Data Fusion,
decision

Cartography,

Geolocation

Shuttle Bus
Level #1

SCOPE OF PROGRAM

Supervision Information analysis, management
(V2V, V2

Connectivity, Cybersecurity,
Cartography, Vehicles geolocation and
requests, infrastructure sub-systems(camera, etc.)

_

Data fusion (camera, LIDAR, etc.), decision
(trajectory, speed, risk assessment, efc.),

supervision requests Sub-systems (Lidar,

cameraq, etc.)Venhicle or infrastructure,
Cartography, Geolocation, Connectivity, Cybersecurity

Detection, classification
(humans, objects, ...) in all
situation

Data, Knowledge, Cybersecurity

Distribution Il [ Robot Taxi
No Safety

Droids . Level. #4/5
Driver




I #PRISSMA : Project Descrption

WP #6 dossier justificatif d’"homologation

Spécifications, choix des tests Processus outlillés, essais

WP #1 WP #5
Spécifications fonctionnelles sécurité
globales systemes |A systemes |A
(FVA, STPA) Et stratégies de Et stratégies de
tests associés tests associés

WP #3
tests en
environnement
controlé

WP #7
évolution et
maintenance,
Mise a jour

WP #2
fests en
simulation

WP #4
fests en
conditions réels

WP #8
articulation Perception, Perception, Stratégie d’homologation en fonction des besoins et
Ecosystémes Classification Classification des environnements d’'essais

Et Use Cases
Shuttle bus Distribution
No safety driver droids

]
Al based Use cases

Décision

Supervision,
collaboration

I
Advanced Al based Functions



I Standardization Pillar:



I Standardization pillar (Pilot: AFNOR) L':&%

= Setup a standardization road map (and priorities): common work between R&T Team
(Pillar 1) and Standardization Team (Pillar 3); use R&T road map already available to build a
coordinated road map on standardization; in parallel consolidation with ecosystems through
request for information, ...

= Set up international cooperation to promote common vision on standardization for Al
at EU and international level

= Ecosystems & Network: setup an information sharing plateform with national ecosystems,
support start-up, fostering initiatives for Startups, SMEs and academic laboratories in order to

involve them on standardization work, ...

= Support standardization works in accordance with strategy and road-map



Trustworthy and Industrial Al: a proposed regulation in Europe

Al Act
Risk-based approach

4 UNACCEPTABLE RISK
Banned in the EU

EUROPEAN
COMMISSION

with exceptions for remote
biometric identification

@ HIGH RISK

Must comply with
strict requirements

Brussels. 21.4.2021

COM(2021) 206 fimal & LIMITED RISK

] , Transparency rules

2021/0106 (COD) for some Al systems

MINIMAL RISK

Codes of conduct possibie

PI'OIJOSH]. fOl' a European Commission, 2021
REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL Apgainst this political context. the Commission puts forward the proposed regulatory
tramework on Artificial Intelligence with the following specific objectives:
LAYING DOWN ,HAR‘“DMSED RULES ON ABT]I'ICIAL ]NTELLI(%]%NCE e ensure that AT systems placed on the Union market and used are safe and respect
(ARTIFICIAL INTELLIGENCE ACT) AND AMENDING CERTAIN UNION existing law on fundamental rights and Union values:
LEGISLATIVE ACTS

e ensure legal certainty to facilitate nvestment and mnovation in AL

e enhance governance and effective enforcement of existing law on fundamental
rights and safety requirements applicable to Al systems:

e facilitate the development of a single market for lawtul. safe and trustworthy Al
applications and prevent market fragmentation.
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